Predicting Big Five Personality Traits of Microblog Users
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Abstract—Personality can be defined as a set of characteristics which makes a person unique. The study of personality is of central importance in psychology. Conventional personality assessment is performed by self-report inventory, which costs much manual efforts and cannot be done in real time. To solve these problems, this research aims to measure the Big-Five personality from the usages of Sina Microblog objectively. By conducting a user study with 444 users, this paper proposes multi-task regression and incremental regression algorithms to predict the Big-Five personality from online behaviors. The results indicate that personality can be predicted with a high accuracy through online Microblog usage.
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I. INTRODUCTION

Personality uniquely characterizes an individual, and profoundly influences user’s mental status and social behaviors [1]. One of the mostly influential and generally accepted personality theories is the Big-Five personality theory [2][3], which includes five basic traits: Agreeableness (A), Conscientiousness (C), Extraversion (E), Neuroticism (N), and Openness (O), to form human personality [4][5]. From the point of view of behavior, agreeableness reflects the individual behavioral characteristics, such as conducting help, cooperation and sympathy for others. Conscientiousness includes elements of self-discipline, organization and thoroughness of planning, as well as the need for achievement. Extraversion is directly related to social skills, talkative ability and personal charm. Neuroticism reflects the degree of emotional stability, and has a close link to mental health (depression and anxiety). Openness reflects the richness of the individual imagination, aesthetic feelings, degree of dedication, and curiosity about new things [4].

Conventional personality assessments use self-reported inventory [3]. Although the self-report method has a profound theoretical basis, it still has many deficiencies. Firstly, self-report method is inefficient, as it costs a great deal of manpower and material resources in large-scale experiments. Secondly, it takes long time to complete inventory survey, and it cannot be done in real time. The returned questionnaires require manual processing and labeling calculation. Usually, it requires the second party review to ensure the precision of calculation which increases the experimental period.

To address these issues, much research focuses on the online environment [6][7][8][9], such as microblog sites. The development of information technology provides a new method to conduct the research on personality and behavior. Microblog becomes a popular tool for social communication [10][11]. According to CNNIC, the number of Chinese microblog registered users is 370 million at the end of 2013 [12]. Since its initial launch in December 2005, Sina Microblog has been the leading microblogging service provider in China, and has become the destination for both uploading and downloading resources by status and photo/video-sharing. Besides, Sina Microblog also releases its Application Program Interfaces (APIs) for third party application development (http://open.weibo.com). After acquiring the authorization of APIs, users’ behavior data can be downloaded automatically.

Most current research [13][14] pays attention to variation relationship between behavior and personality. The prediction of personality is still in the beginning. Therefore, this paper proposes to predict the big-five personality traits from user’s microblogging behaviors. We use Sina Microblog APIs to download the user behaviors data on a large scale. There are 29 Microblogging based features designed to predict and compute user’s big-five personality traits. In order to evaluate the quality of the dataset, we compare the predicting effect between incremental regression and linear regression, and prove that our processed dataset is reliable. On the dataset, we show that relevant factors exist between the five dimensions of personality [15], and establish a personality prediction model based on multi-task regression model. In the practical application of machine learning, it is very often to encounter multiple related tasks learning problem. The tasks share the same training set, and relatively independent but with some contact. The traditional idea trains model respectively for each task. This method considers only the information on each task, and ignores the correlation or shared information between tasks. Therefore, in order to improve learning outcomes, the multi-task learning is used in this paper. We predict the user’s personality with the model and verify that the multi-task regression model work better than the other models.

The main contributions of this paper are as follows:
1. This paper manages to predict Sina Microblog users’ Big Five personality through analyzing online behavioral characteristics. 2. The multi-task regression algorithm is used to predict the Big Five personality, and improve the prediction accuracy.

II. RELATED WORK

Due to the popularity of the network, social networking has become a social reality corresponding to online virtual society. Based on the study of personality on Microblog, most of the foreign research are based on Facebook or Twitter.

Kosinski et al. [16] researched on psychological factors on Facebook. Their analysis was based on a dataset of over 58,000 volunteers who provided their Facebook Likes, detailed demographic profiles, and the results of several psychometric tests. They used logistic/linear regression to predict individual psycho-demographic profiles from Likes. The model correctly discriminated between homosexual and heterosexual men. For the personality trait “Openness”, prediction accuracy was close to the test-retest accuracy of a standard personality test.

Gosling et al. [17], conducted experiments towards the manifestations of personality in Facebook usage. They delivered a mapping between personality and SNS online behaviors, and examined the personality with self-reported Facebook usage and observable profile information. They provided the correlation factor between personality and online behaviors. In their experiment, 11 features were used, including the number of friends, weekly usage and other features. Although their research verified the correlation of online characteristics and personality labels, they did not further establish prediction model of personality, or give the quantitative indicators of personality and online behaviors.

Correa et al. [18] researched the relationship between use of social networking media and the user’s Big Five personality. By calculating the Pearson correlation factors, they found the use of social networking media was significant positive correlated with openness and extroversion, and negatively related with neuroticism. However, their study did not further consider the prediction of personality based on the social media usage.

Kelly et al. [19] worked on the influence of social networking usage based on users’ Big Five personality. They invited 219 graduate students as a group, and collected user data through self-presentation recording. Results were meaningful, but the self-presentation of online behavior brought the Subjective orientation of the identification of online behavior. It was not strict enough for setting up the sample set in such a way.

All in all, the current researches on network users personality are more concentrated on correlation analysis of personality and network behavior. The prediction of user’s personality based on recording user behavior is still in the beginning. By calling Sina Microblog APIs, this paper automatically obtains users’ microblogging data. Then, the paper build a multi-task personality prediction model based on the Big Five personality theory and multi-task learning algorithm.

Multi-task learning method was firstly proposed by Caruana [20]. He used feedforward neural network model, and broke the limit of training one task each time. Training results showed that the connection weights of the input node and hidden layer node contained the sharing of information between the tasks. The specific information for each task was included between the hidden layer nodes and the output nodes. Although the method was not complicated, this way of modeling inspired scholars the idea of multi-task learning, and has been applied in machinery automation, medical diagnostics and other fields [21].

III. METHOD

An online experiment platform is implemented as shown in Figure 1. It is a Web Access Connection to Sina Microblog, in which participants could log in the platform with Sina Microblog account and authorize the platform to download their Microblog behavior data (profile and status). They are also instructed to complete the Big-Five Inventory to get their personality scores. There are totally 29 features extracted and labeled by the personality scores. Finally, the platform outputs the feature vectors of each participant.

A. Participants

The survey was conducted during April 18, 2012 to May 12, 2012. Participants were invited to log in our platform online and finish the personality inventory test. From the 563 Sina Microblog participants, 444 (171 males and 273 females) with an average age of 23.8 were recruited, while others were dropped because of the inactive usage for Sina Microblog or carelessness in finishing the inventory. This research defines qualified participants as those that have published more than 500 pieces of status, and have new status published within the last three months.

B. Measures

In this study, Big-Five personality is measured as ground truth labels. The score of each dimension is within -1 to +1. We use John O.’s 44-item Big Five Inventory, which is a 44-item questionnaire measuring Agreeableness (Agre.), Conscientiousness (Cons.), Extraversion (Extr.), Neuroticism (Neur.), and Openness (Open.). BFI is one of the most widely used brief measures of the Big-Five personality [22]. The questionnaire has been generally used for its high reliability and validity. The inventory has five subsets, and each one corresponds to one personality dimension. The Chinese version of BFI (http://www.ocf.berkeley.edu/~johnlab/bfi.htm) is used in the study. The items in the inventory consist of short and easy understanding phrases to assess the
prototypical traits of the Big-Five dimensions. Participants evaluate themselves on each question with a 5-point Likert scale, ranging from Disagree strongly (1 point) to Agree strongly (5 points). Then their scores are linearly mapped to interval -1 to +1.

C. Behavioral Features

Twenty-nine features are extracted from the Sina Microblog dataset, which can be categorized into 4 groups. The first group includes 4 features about the profile information of participants. Seven features are used to figure up how the user presents to others and form the self-presentation group. The security settings contains 7 features about the privacy settings. At last, the social networking group, having 11 features, is defined as the online interaction of the user. The detailed information of features are shown in table I.

IV. REGRESSION MODELS

The prediction of personality can be regarded as a model fitting process. In this paper, we adopt two modeling approaches, incremental regression and multitask regression. Through sorting the sample points, incremental regression amends the existing model or creates a new model according to the error of the next sample in the existing model. In two dimension space, it can fit a complex curve with several simple lines. Nevertheless, Big Five personality labels are multivariate vectors. There exists weak correlation between tasks. In this study, multi-task regression learning [23] is used to predict the personality. Different from typical regression, multi-task regression puts all labels together, and tries to model all tasks in a whole. Therefore, the model consists both the specific information of each task and the shared information among tasks.

A. Incremental Regression Model

Incremental regression is a linear regression which can be used to fit complex non-linear problems. As shown in Algorithm 1, it needs to sort the training samples first. Facing to the different situations, the sorting strategy varies a lot. Normally, it sorts the samples according to the normalized magnitude of each sample vector from small to large. Then it starts with one end of the sorted sample set and builds a simplest local regression model with fewest(n) samples. n is selected as the minimum sample amount for modeling. For example, if the target is a regression problem in two-dimensional space, n will be set as 2. Next, it tests the error of the model with the next sample in the sample queue. If the error is less than the threshold, the algorithm will refit the model with this new sample. Otherwise, the local model together with its domain will be saved into the line array.

Algorithm 1 The Incremental Regression Algorithm

Require: Ranked Points, Parameter n, error threshold
Initialize point array, line array, normalize dataset
Normalize dataset
Rank the sample points
repeat
Put n samples from ranked Points into point array
Model = Line Regression(point array)
while error > error threshold do
Put the next one sample into point array
error = (y(next sample) - Model(next sample))
end while
Put the last one sample back to the ranked Points
Save the Model into line array
until No samples exist in ranked Points
B. Multi-task Regression Model

The main objective of the multi-task learning is to use multiple task modeling strategies to improve performance beyond the single-task learning in the same scene.

Assume there are $T$ tasks and $n$ instances. Each instance is represented as a column vector $x \in \mathbb{R}^m$ (m features) and paired with a multi-dimensional output vector $y \in \mathbb{R}^T$ (T tasks). Therefore,

$$X = [x_1, x_2, \ldots, x_n]$$

$$Y = [y_1, y_2, \ldots, y_n]$$

The objective is to find an $T \times m$ coefficient matrix $W$ such that $W = \arg\min W \in \mathbb{R}^{T \times m} \{\hat{Y} - WX\}$.

We start with an MTL formulation that jointly considers $T$ regressors, in a way similar to the primal form of the loss function as

$$\min_{W} (L(X; Y; W; 1 : T) + \lambda \Omega(W))$$

where $L(X; Y; W; 1 : T)$ denotes the empirical loss function, $\Omega(W)$ is the regularization term, and $\lambda$ is a trade-off constant.

In this study, $L(X; Y; W; 1 : T)$ is set as the least square loss and the regularizer is set as Frobenius norm. That is,

$$L(x; y; W; 1 : T) = \sum_{t=1}^{T} \sum_{i=1}^{N} (y_{it} - \sum_{h} w_{ih}x_{ih})^2$$

$$\Omega(W) = tr(W^TW)$$

Substitute into equation (3), it has a unique optimizer, $W^* = (X^TX + \lambda I)^{-1}(X^TY)$

The trade-off constant $\lambda$ can be selected in many ways. Here we choose the bias-variance decomposition [24] which minimizes the expected loss $(bias)^2 + variance$. This model with the optimal predictive capability is the one that leads to the best balance between bias and variance.

V. RESULTS

This paper experiments on how personality reflects Sina Microblog behaviors. On one hand, we try to find the associated modes of users’ personality and network characteristics. On the other hand, through different machine learning algorithms, computational models of personality based on network characteristics are founded. In order to test the performance of the different models, we use 5-fold cross validation for training and Mean Absolute Error (MAE) as the assessment criteria.

A. Correlation Analysis

We try to take all personality dimensions as a whole and use multitask regression to build a novel model. However, a basic premise is that there exists correlation (even weak correlation) between the Big Five personality dimensions. Therefore, we firstly analyze the Pearson Correlation Coefficient between personality dimensions in Table II. In an intuitive understanding, Pearson correlation coefficient describes the degree of tightness between two fixed variables and defined as

$$\rho = \frac{\sum_{i=1}^{n} (X_i - \bar{X})(Y_i - \bar{Y})}{\sqrt{\sum_{i=1}^{n} (X_i - \bar{X})^2 \sum_{i=1}^{n} (Y_i - \bar{Y})^2}}$$

where $n$ is the total sample size, $X_i$ and $Y_i$ are observations, $\bar{X}$ and $\bar{Y}$ are mean values. $\rho$ describes the degree of linear correlation between the two variables. The value of $\rho$ ranges between -1 and +1. If $\rho$ is positive, the two variables are positively correlated (the greater the value of one variable, the greater the value of another variable). If $\rho$ is negative, the two variables are inversely related (the smaller the value of a variable, the greater the value of another variable). The absolute value of $\rho$ stands for the strength of the correlation.

Table II

<table>
<thead>
<tr>
<th>Pearson Correlations of Personality Scales</th>
</tr>
</thead>
<tbody>
<tr>
<td>-------</td>
</tr>
<tr>
<td>Agree.</td>
</tr>
<tr>
<td>Cons.</td>
</tr>
<tr>
<td>Extr.</td>
</tr>
<tr>
<td>Neur.</td>
</tr>
<tr>
<td>Open.</td>
</tr>
</tbody>
</table>

**Correlation is significant at the 0.01 level (2-tailed).
*Correlation is significant at the 0.05 level (2-tailed).

For the above table, agreeableness, conscientiousness, extraversion, and openness pairwise show a significant positive correlation, especially for extraversion and openness ($\rho = .318$). However, neuroticism is significantly negative correlated with the other four dimensions, especially for the

### Table I

<table>
<thead>
<tr>
<th>Group</th>
<th>Number</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Profile</td>
<td>4</td>
<td>hometown ID(province ID, city ID), gender, register date</td>
</tr>
<tr>
<td>Self-presentation</td>
<td>7</td>
<td>length of screen name and self-description, whether user’s domain is the same as his blog address</td>
</tr>
<tr>
<td>Security settings</td>
<td>7</td>
<td>comments available or not, type of verification, whether user’s domain is default</td>
</tr>
<tr>
<td>Social networking</td>
<td>11</td>
<td>number of friends, followers, mutual followers and statuses, and the proportion of the original status</td>
</tr>
</tbody>
</table>
A. Data Reliability

This paper extracts 29 features, as a result at least 30 samples are needed to train a local model. Therefore, we set \( n = 30 \). We sort the dataset according to the normalized magnitude of each sample, and choose the error threshold as 0.10. We build a local model with the first 30 samples, and use the local model to test the error of the following sample. If the error is smaller than the threshold, we put these 31 samples together and rebuild a new local model. We repeat this process until the error of a sample is larger than the threshold. After traversing all the samples, a group of local model will be returned and compose a global prediction model. Table III shows the mean absolute error of predicting personality on Sina Microblog.

The above analysis proved that personality dimension-s have moderate correlation relationship with each other. When predicting psychological properties, this relationship needs to be taken into account to improve the performance. Therefore, multitask regression is used here. Two comparable prediction systems are set up. One is the single task linear regression model which uses the online behaviors of participants to predict personality, which can be used as the baseline. The other one is the multi-task regression model which can figure up the common information between tasks as well as the special information of each task. After training the multi-task regression algorithm, \( \lambda \) is selected as \( 1.6989 \) (ln(\( \lambda \)) = 0.53) for each dimension. The Mean Absolute Errors are shown in Table III and Figure 2.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Agre.</td>
<td>0.1881</td>
<td>0.1818</td>
<td>0.1314</td>
</tr>
<tr>
<td>Cons.</td>
<td>0.1899</td>
<td>0.1765</td>
<td>0.1442</td>
</tr>
<tr>
<td>Extr.</td>
<td>0.2086</td>
<td>0.1920</td>
<td>0.1389</td>
</tr>
<tr>
<td>Neur.</td>
<td>0.2196</td>
<td>0.2037</td>
<td>0.1302</td>
</tr>
<tr>
<td>Open.</td>
<td>0.2021</td>
<td>0.1891</td>
<td>0.1473</td>
</tr>
<tr>
<td>Aver.</td>
<td>0.2017</td>
<td>0.1886</td>
<td>0.1384</td>
</tr>
</tbody>
</table>

VI. DISCUSSION

The previous experiment tried to predict personality on Sina Microblog. Three models were established with one as the prediction baseline.

A. Data Reliability

As shown in the last row in table III, the simplest single task linear regression works worst (percentage MAE is 20.17). Although incremental regression is still a broad linear regression, it can train and build several local optimal models, which can be more powerful than the single task regression model (percentage MAE is 18.86). However, incremental regression has its own limitations. First, it relies too much on the sorting strategy. Since sample sorting is the first step of the algorithm, and the following local model establishment depends on the sorted sample, without a better sorting method, the algorithm will not get a responsible result. Second, the algorithm is quite sensitive with the noisy samples. When a noisy sample is coming to the test of the local model, the test error will get an extremely large value. Even though the next samples are all regular, the domain of this local model will still get an end.

We try to illustrate noise sensibility between linear regression and incremental regression with an example in Figure 3. In this example, samples are in two dimensional coordinate with \((x_i, y_i)\) pairs. The two sub-pictures in the upper row demonstrate the difference between the two methods in an ideal dataset. Although there is no noisy sample, linear regression can still not build the pattern, since independent variable \( X \) is not linearly related with dependent variable \( Y \). Yet, incremental regression focuses on local optimum, and uses several linear model to fit the nonlinear pattern, which works relatively better than simple linear regression. Even so, incremental regression is too much sensitive with noisy samples as shown in the lower two sub-pictures in Figure 3. Therefore, in the personality prediction problem, it is extremely important to identify the noisy samples and remove them out of the dataset.

In the actual process of conducting online survey, we records the time nodes of answering each question of the personality inventory. Time nodes can be used for noisy samples checking which can not be achieved by the previous offline psychological investigations. We manually check the time used for each question and the distribution of the answers. We do the following operation on the raw data: 1. If the time spent for one question is less than one second, remove the sample. Usually, it is impossible to answer the question in such a short interval. 2. If the answer distribution or answer array shows a clear regular pattern, remove it. We denote the answer option with English letters A to E, and remove the samples with “AAAA...”, “AABBCC...”, “ABCD...”, “DCBA” or “ABCDCBA” patterns. In order to keep the quality of the samples, we inform the participants about our demands. Once they decide to take part in our experiment, their answers will be carefully checked and a fee will be only given to the participants who passed the noise check. The MAE of the incremental regression gets a nearly 2 percent reduction which proves that our dataset is reliable.

B. Personality and Online Features

After verifying the reliability of our dataset, we try to predict personality based on it. Since personality is multi-dimension, and there exist moderate correlations among the dimensions, we choose multitask regression to build the personality prediction model. Results show that the
average mean absolute error of multitask regression model is 13.84%, which gets about 5 percentage points reduction compared to incremental regression. Before training the model, we normalize each dimension of the features in dataset. We list a part of the regression coefficient matrix of the model in Table IV (not all the coefficients are meaningful), and analyze the relationship between online features and personality.

From the table, agreeableness is positively related with number of mutual followers (if A is the follower of B and B is also the follower of A, they are mutual follows), the mutual followers proportion in all followers and original status percentage [25]. That means users with high degree of agreeableness tend to be the mutual followers of other users. If one user follows them, they will follow back to this user more likely. At the same time, they also like to update statuses quite often (0.1823) [28].

Conscientiousness shows the stability of emotion. People with high degree in neuroticism are more likely to suffer mental health and do a lot of repetitive operations, therefore, they will update their status quite often(0.1823) [28].

Conscientiousness can be regarded as self-discipline. When reflecting to Sina Microblog, users with high degree of conscientiousness have more mutual followers(0.4508) and more friends online(0.1157), although their follower number is not in large scale(-0.5066) [26]. They are well self-controlled and can carefully publish statuses without “watering” online (usually have short screen name, -0.1949), therefore, their status number is relatively small(-0.1310).

Extravert has more mutual followers(0.4965) online and a relatively long screen name(0.1082) [27]. However, since extraverts are more eager to show their charms, they tend to have a more strong sociability. Therefore, extraverts have more friends offline (online friends number is relatively small, -0.1208) and don’t need to publish more statuses to attract others(-0.1979).

Neuroticism is the stability of emotion. People with high degree in neuroticism are more likely to suffer mental health and do a lot of repetitive operations, therefore, they will update their status quite often(0.1823) [28].

Openness shows the richness of individual imagination and curiosity about new things. People with high score in openness tend to follow others very much and listen to what other users are talking about(0.6041) in spite of the shortness in followers(-0.3900). There are more resources in their favourites(0.5999) for their curiosity about online
information around them [29].

VII. CONCLUSION AND FUTURE WORK

This paper analyzes the personality on Sina Microblog based on the big-five theory. We propose an incremental regression model to prove the reliability of the dataset and the multi-task regression model to improve the predicting accuracy. We verify the reliability of our dataset, and concludes how personality influence and reflect the online behaviors.

In future, we will continue to collect users’ data in Sina Microblog, and invite more participants to get a larger dataset. We also plan to design and extract other user network characteristics on Microblog, and further research on the behavior patterns of other psychological attributes, such as mental health and social attitudes. We will also try other typical multi-task learning algorithms to tune the performance of the predicting model.
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